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Origin of the Rundeck platform

Rundeck Runbook Automation founded 2010 :- RU N D EC K
»v PagerDuty

+60.000 Community downloads

Acquired by PagerDuty Sept 2020

Rebrand Rundeck towards Process Automation March 2022

Launched Runbook Automation as SAAS April 2022
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Digital Demand is Higher
Than Ever

Current state is
m — - too slow
\\/ . Incidents take too long

and require too many

47 O/ 0 Upto 80 O/ 0 62 o/o people to resolve

increase in the of IT Ops of DevOps and IT
number of daily budgets are responders work an Repetitive toil slows
incidents* consumed by extra 10+ hours per down innovation
toil™ week resolving N

incidents™**

Engineers are burnt out

* ***hitps://www.pagerduty.com/blog/survey-findings-digital-pressure-2020/
** https://sre.gooagle/sre-book/eliminating-toil/
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Automation gap limits ability to share
operations-level automation

Huge value in being
able to leverage that
automation... but can’t

> x @ Skills gap
i @ Access gap

PagerDuty

@ Knowledge gap

Technical automation

Sorpts 6
Tools
APls
Commands @
Infrastructure




PagerDuty closes the “Automation Gap”

Enables stakeholders to run automation that previously only experts could do

e ]
@ SRE “Diagnose <service>”- Scrlpts @
@ Support “Change feature flagi Tools
@ Rel Eng < < “Create new enviro;nt" >> APIS
Developer Commands

@ PagerDuty )
@ DBA Infrastructure

Safely and securely

delegate self-service

automation to other users.

PagerDuty
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PagerDuty Operations Cloud
Process Automation powers human-assisting and event
triggered automation

e® D g o resaren . onca ]
. .. - Cause Identification "o Management T OpS SeCOpS
. @ A . . VI. P
He." ® Event Human
@ Work, Data, \‘. Management Mobilization /S P
Customer .4 ‘:‘ Event Automated 4 )
¢ Signals ' " Drven - % Incident - DevOps Business Ops
. and Events ’ “Automation '-._ReSpo”f‘?" (HR, Legal, Sales, etc)
. ‘ Event Triggered & Self-Service : .-
. PS ' A * Scheduled Processes -
A4 '~‘.Processes ER%
® <ﬂ> 2
V AA
®nme .1 “« Process .- Customer Critical Event
s ® Automation Service Ops Management
®

= RUNDECK

v PagerDuty

PagerDuty



How PagerDuty® Process Automation Works

Access control, secrets Graphical definition of automated jobs Delegate jobs to
management, logging T stakeholders
D [uw ccccccccccccccc ty Process Automation VJ 0] -3
. o e e Web GUI API cLl
. (okta . = =|| &7 || -
Identity. - o v R [ ——
%penLDAP == Active Directory o .. ‘1
E B ] | b |
Vault CYBERARK : servicenow
Plugin integration to aws . Sencu O puppet ¥ Terraform B3] poversrel @BA§|:|
infrastructure & kubernetes vmware
systems ] ) ®
- A A ORACLE '-) E servicenow G @ A
500+ plugins A zure Cloud Google Cloud Platfor DATADOG CHEF Jenns ANSIBLE python
PagerDuty
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Example Capabilities

e Kubernetes, Ansible, Docker, Terraform, Servicenow Basic Examples, Basic Services (Apache start
based on status)

Vv Apache
* p Restart Apache Service - Requires PagerDuty Incident Restarts Apache Service on remote nodes
% = Restart Apache Service -with SN Incident Restarts Apache Service on remote nodes
V¥ Check Service and Restart
* p Restart and Clean Print Spooler - Windows Intended to be triggered through Incident
* p Restart Apache Service Checks Status of HTTP Service
Vv Frequently Used Custom Job Steps
% » Ansible Playbook - show files > 30 Days Find files older than 30 Days. Control Node calls host from inventory.
%* p Check MongoDB Locks Example command to check locks on MongoDB
% p Create SN Incident and check details ServiceNow workflow steps
* p Docker - Hello World! An example of minimal Dockerization
Vv Kubernetes
* p Kubernetes - Create Pod, Get Logs, Destroy Pod This Rundeck Job creates a Pod, grabs recent logs and then destroys the Pod
Vv Self Service
% p PD Create User Creates a new Pagerduty user type
* » ServiceNow Catalog - Auto provision new web server

% p Terraform Provision and Destroy Infrastructure Run Terraform to create a NGINX web server on Docker

PagerDUty Proprietary & Confidential



Automating Diagnostics at Gap

The following slides illustrate a typical use case as a responder is triaging an incident using
basic diagnostics to determine the escalation path after initial assessment.

The manual process takes 5 -15 minutes to diagnose and escalate.

With Process Automation/Rundeck it can be achieved in 13 seconds

Going from 5 minutes to 13 seconds to triage would yield a 95% reduction per incident



Use Case Flow

PagerDuty Event Triggers workflow

Engage Compute Unix Team based on

WORKFLOW
R S

1. QUERY TOP PROCESSES ‘

v
2. TOP PROCESSES ROOT |

sl
3. TOP PROCESSES <> ROOT

v
4. UPDATE PAGERDUTY NOTE WITH PROCESS OUTPUT

Retrieve Top Processes

process output

Update PagerDuty with Service Status

Update PagerDuty with Service Status

—p P

7. CHECK STATUS INLINE SCRPT |

. 2
i 8. UPDATE PAGERDUTY NOTE WITH SERWCE STATUS ,

v
| o srop service

v
| 10. CHECK STATUS INLINE SCAIPT |

v
’ 11. UPDATE PAGERDUTY NOTE WITH SERVICE STATUS

S T—
‘ 12. START SERVICE

R
| 13. CHECK STATUS INLINE SCRIPT |

v
[ 14. UPDATE PAGERDUTY NOTE WITH SERVICE STATUS

Stop / Start

root and other

Engage DevOps Team based on process output

/ Restart Service

Reduced to a 13 Seconds total processing time



Automated PagerDuty Experience

at12:12 PM Rundeck ran response play Engage Compute Unix Tea SIS IR S CE T2
process output
Note added by Rundeck.
root processes
33841root 20 01108220 242520 23104 S 43.8 6.1 1054:55 kube-api+
26192100t 20 071540135900 6080S 6.2 3.4 541119 cadvisor

13837 root 19 -1 483824121896108964S 0.0 31 1:11.22 systemd-+

other processes

top - 17:12:25 up 96 days, 4 min, 2 users, load average: 0.41,0.43,0.53
Tasks: 263 total, 1running, 217 sleeping, O stopped, 0 zombie
%Cpul(s): 2.7 us, 1.0 sy, 0.0 ni,95.5id, 0.0 wa, 0.0 hi, 0.0 si, 0.7 st
KiB Mem : 3969444 total, 259504 free, 2336500 used, 1373440 buff/cache
KiB Swap: 0 total, Ofree, Oused. 1372688 avail Mem

PIDUSER PR NI VIRT RES SHRS %CPU%MEM TIME+ COMMAND

at12:12 PM 3715572 ubuntu 20 03739044 389140 16776 S 0.0 98 4:34.53 java

3699086 systemd+ 20 01207944 119740 2856 S 0.0 3.0 28:35.31 beam.smp



Example Service Request of o
cloud deployment automation.

(AWS/Azure/GCP, SNOW Driven) o Eoe e

e Triggered from a service catalog ® s e
via workflow in SNOW

e Includes a number of checks for g s e | [y S

DB Locks and availability.

® 21. Deploys Network Configuratior @ 22. Validate before Handoff

PagerDuty 3

Multi cloud @ -Cronge Appow

17. GCP - SQL Restart
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Runbook Automation (aka Rundeck Cloud)

2. Remote Command
Execution (via Runner) Remote Command

- Execution
== H
= RUNDECK = =
@ Runner ode(s
JAR file format

1. Check for work items Production Environments
to execute

SAAS

https://docs.rundeck.com/docs/about/cloud/#rundeck-cloud-and-rundeck-enterprise-differences

PagerDuty
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Automating incident response with PagerDuty

Event Aut tion f
Intelligence | Automation tor
Incident Resolution
Monitoring
Decision Trigger C— Simple
Engine Automation commands &
s scripts
) Https A
NS VBl vobiize o0 Automation | SN Process
O—-|_° People go3 Actions Runner ~ _
= “~ = RUNDECK
- ]

Production Environments

Incident Response

PagerDuty



PagerDuty Incidents

Bash Scripts

Services People

Process Automation

Automation Analytics

Integrations Status

Q, Search

Automate Incident Resolution with Rundeck Actions

stus  Autormation

OB Ty

raccessing checkout o

& Ackd Pespondurs

uRGTcY | Detaut

WRCTED SECE @ Payment Sorvce

MA00pm  Payme
Sarviot

a © = & P

srarus ouRATION

Triggered 00h 02m

Search Rundeck and custom actions

Response Plays Rundeck & Custom Actions

Checkout diagnostics Script  Diagnostics
Pull detailed logs of the checkout service

Last run: Aug 4, 2021

Restart checkout server Script  Remediation
Run this script to restart the checkout server

Last run: Aug 4, 2021

Payment service diagnostics Script  Diagnostics

Run this script to access detailed logs when triaging a payment issue.

Last run: July 14, 2021

Restart payment service = Rundeck Remediation

Run this script to restart the payment services

ast run: July 14, 2021

T

Contact us to find out more about Rundeck Actions

@ o

« Give first responders the power to run automated diagnostics

« Eliminate escalations to specialists for well understood cases

« Safely delegate repair scripts and actions

e Reduce manual work and toil

Contact Sales

Currently available on: Business and Digital Ops Plans
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PagerDuty Process Automation Use Cases

Automate diagnostics and
remediation for incidents

Responder

(L1)

8 Escalate to
Run typical Determine spec_:lflc
automated roblem subject
diagnostics P matter

_________________
Or Execute
typical
remediation

Automate operations for
cloud platforms

8 Developer: “Create New Environment”

:

O (2

Instantiate

Load stack Set security

instance

AWS

Automate business & IT
operations for self-managed
environments

%

Update US —> Update UK —> Update SG
Detect Change load
Of i g cuni

PagerDuty




PagerDuty Process Automation real world examples

Incident Response Diagnostics

Enrich existing events with relevant data SeI‘VICG Req UeSt Automatlon
Time, date, status & logs Infrastructure Provisioning
Platform status Onboarding/ Deleting Users
Service status Decommission Hardware
3rd party status Adding Servers
Kubernetes status Adding Storage
Restart Servers Software Updates & Deployment
Restart Services De/Provisioning AWS Services
DB Unlocks Opening Ports, Switching/Routing
Flush Storages Production Patching
Clearing Files/Memory Vulnerability Patching
Open/Update/Close Tickets Increasing Capacity
Healing Security Settings
Escalation Validate Security
Change Configs
. . . Adding VLANs
Data Distribution Creating Slack channels

Adding DNS hosts

Firewall port settings

SSL Certificates validation checks
Get next available IP from DDI
White list/ blacklisting IP/ domains

Task / Job Scheduling

ETL (Extract-Transform-Load)

File Transfers

Mass data Removal

GDPR data removal

Complex Workflow / Rules

Big Data Replication

Data Remodeling

Dbase creation inside a shared SQL instance

PagerDUty Proprietary & Confidential



Business value

Scale/Standardize

Expandable capacity; isolate,
Process standardize and spread
workloads

Remove complexity

Technology —- Minimize the complexity of
automating workflows

Support
People — Get help from product experts,
when you need it

PagerDuty

Security/Risk
SSO, Access control, encrypted
secrets, audit and compliance

Self-service capabilities
Democratize access to automation
technologies to multiple groups

Usability
Enhanced user experience for all
users, delegation to L1 teams

Outcome

Reduce MTTR by 30-70%
increase customer satisfaction
by using orchestrated automation to
reduce time to repair

Engineering efficiency +40%
Provisioning config, with the
use of 120+ plugins increase

productivity

Reduce manual tasks by 25%
Platform empowers SME by

offloading repetitional work
(lower attrition)

Proprietary & Confidential



What's the business objective ?

Automating processes that are currently manual
Standardizing/centralizing existing automation

Securing existing automation

Reconstructing existing automation for easier supportability
Delegating existing automation out to more people
Authoring new automation to reduce MTTR on incidents

37



Community/Enterprise edition comparison

Community Enterprise

Support, priority-based support, SLA response and more. (—)

Enterprise Runner

HA Clusters

Rulesets (If-this-then-that)

Failed job Resume

Node Health Checks

Auto Takeover (Server)

Retry Failed Nodes

Single Sign On Authentication

Certified Enterprise Plugins

Advanced Webhooks

Load Balanced Workloads, job queuing

GUI based ACL

Job Independent Scheduling, Blackout Calendaring, Future planning

Workflow Visualization

SER<BE<BE<BEE<BE<BEE<RE<BE<BE<HNE<BEN<BEE<HE<

0 0 0 0 0 0 0 00 0 0 0 0 O0 O

Available as SAAS

<

PagerDuty



Enhanced Support Offerings

PagerDuty

Install and Configuration
Accelerator

Get Rundeck Enterprise up and running
rapidly. Ensure configuration meets
performance, scalability, security, and
maintainability needs.

Training

Classroom-style training for your Rundeck
administrators and users.

Use Case Accelerator

Get your initial use cases implemented
quickly and take full advantage of Rundeck
Enterprise capabilities.

Technical Account Manager

Dedicated, primary technical contact. They
act as an extension of your team —
partnering with you to help drive
performance and growth so you can
maximize your Rundeck investment.

Proprietary & Confidential



Professional Services
Rundeck Install & Config Accelerator

Overview
e 1-1 sessions to review configurations and answer questions
e Provide resources on how to integrate Rundeck into customer environment
e Help you identify and navigate common roadblocks
e Assist in preparing Rundeck for the production environment

Sessions
e Capacity planning, infrastructure requirements, and identifying dependencies
Installing and configuring Rundeck
Implementing authentication
Cluster policy configuration
Overview of projects, jobs, nodes, and access control policies

PagerDuty
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Professional Services
Rundeck Use Case Accelerator

The purpose of the Use Case Accelerator is to provide an additional level of support consisting of
best practices based advisement to help customers maximize their usage of Rundeck in the
context of their specific business needs in order to achieve their vision of success.

Sessions
e Problem analysis
Solution design
Job design and implementation
Strategies for ongoing project, job, node, and access control policy management

Enablement training supporting designed solutions

PagerDuty Proprietary & Confidential



Support Services

Rundeck Technical Account Management

The Rundeck TAM is a dedicated technical resource up to 20 hours per month to help
Mmaximize and accelerate solution adoption, minimize issues, and resolve challenges

faster.

e \Weekly 1-1 meetings which cover the following types of topics

Best practices for job writing, customizations, and other integrations
Review of support cases

Workshops, feature review, Rundeck updates

Guidance on upgrades, architecture, migration, procedures, plugins

O O O O

PagerDuty Proprietary & Confidential



High Availability Server Deployment

PagerDuty

Webhook

CLI

[
API < Inbound Initiated ]
L

Firewall

rf."] Rundeck Cluster

z Load Balancer

_________ Y

=l

Rundeck Host '

G S ..
Vault <:]
LDAP <:j Rundeck Host
SSO <:1
L

Shared Cluster Resources

NFS/S3/MINIIO

Execution
Logs Cluster

Firewall

Rundeck Host

|

AJIT0d ¥0LnJ3X3

T T T T

Proxy Capable

Enterprise
Runner

abeuel 01 saponN

afeuel 03 saponN
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Runbook Automation (aka Rundeck Cloud)
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Rundeck Technical Validation Options

A

Designed to test Rundeck’s in our Provide customer with Rundeck

environments (Cloud). This is an Enterprise license. This is a fully

engagement is led by Solution self guided trial with limited

Consulting. The goal of the Self Solution Consulting Support.

Evaluation is to test Rundeck’s

ability to run automation in a 2 Meetings (2 hours)

simulated environment to provide Email/slack support

quick time to value. Initial login

technical support with templates. Environment: Customers
Term: 14 Days

2 Meetings (30 mins) Cost: Free

Email/slack support

Environment: Cloud

Term: 14 Days
Cost: Free

PagerDuty

[

Self Evaluation Rundeck OSS Upgrade Prescriptive Proof of Value

Designed for testing Rundeck’s
automated workflow capabilities.
This scoped 2-week engagement is
led by a Solution Consultant. The
goal of the PoV is to test Rundeck’s
ability to run customers automation
in the form of Rundeck jobs.

4 Meetings (2 hours)
Email/slack support

Environment:1 Instance (non-H/A)
2-3 Scoped workflows

Term: 14-days

Cost: Free

=RUNDECK

—

Rundeck Prod Pilot

Designed to test Rundeck’s ability to
run in production environments. This
3-month engagement is led by
Rundeck Field Engineer and
supporting engineering teams. The
goal of the Prod Pilot is to test
Rundeck’s ability to run automation
in production environments for an
extended period of time.

Environment: Up to 3 Clusters OR
Cloud
Term: 91 Days
Cost: $60,000
Includes:
Up to 3 Clusters OR Cloud
Up to 50 users
TAM Support
Install and Config Services

Proprietary & Confidential




